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Abstract

One major bottleneck in conversational sys-
tems is their incapability in interpreting un-
expected user language inputs such as out-
of-vocabulary words. To overcome this
problem, conversational systems must be
able to learn new words automatically dur-
ing human machine conversation. Motivated
by psycholinguistic findings on eye gaze and
human language processing, we are devel-
oping techniques to incorporate human eye
gaze for automatic word acquisition. Our re-
sults indicate that eye gaze provides a po-
tential channel for automatically acquiring
new words. Modeling temporal alignment
between speech and gaze significantly im-
proves acquisition performance.

1 Introduction

Interpreting human language is a challenging prob-
lem in human machine conversational systems due
to the flexibility of human language behavior. When
unexpected inputs (e.g., user vocabulary is outside
of system’s knowledge) are encountered, conversa-
tional systems tend to fail. It is desirable that conver-
sational systems can learn new words automatically
during human machine conversation.

Psycholinguistic studies have shown that eye gaze
is tightly linked to human language processing. Eye
gaze is one of the reliable indicators of what a per-
son is “thinking about” (Henderson and Ferreira,
2004). Gaze direction carries information about
the focus of the users attention (Just and Carpen-
ter, 1976). The perceived visual context influences

spoken word recognition and mediates syntactic pro-
cessing (Tanenhaus et al., 1995). In addition, di-
rectly before speaking a word, the eyes move to the
mentioned object (Griffin and Bock, 2000).

Motivated by the psycholinguistic findings, we
are investigating the use of eye gaze for automatic
word acquisition in multimodal conversation. This
paper investigates the role of temporal alignment of
speech and gaze in automated word acquisition.

2 Related Work

Word acquisition by grounding words in represen-
tations of entities in the physical world has been
studied in many language grounding systems. In
these systems, word acquisition has been achieved
by associating words with physical objects (Yu
and Ballard, 2004; Roy and Pentland, 2002), col-
ors (Mojsilovic, 2005), image regions (Barnard et
al., 2003), and event logic expressions defining mo-
tions (Siskind, 2001). Unlike the reliable visual
attention foci in previous work, the visual atten-
tion foci we are working with is indicated by eye
gaze. Eye gaze is an implicit and subconscious in-
put, which brings additional challenges in word ac-
quisition.

An initial investigation of word acquisition from
speech and eye gaze in human machine conversa-
tion was reported in (Liu et al., 2007), in which a
translation model was developed to associate words
with visual objects on a graphical display. Extend-
ing this work, we investigate how temporal informa-
tion about eye gaze fixation and spoken words can
facilitate word acquisition.



3 Data Collection

We conducted user studies to collect speech and eye
gaze data. In the experiments, a 3D room scene, as
shown in Figure 1, was shown to the user. The sys-
tem verbally asked the user a question or issued a re-
quest about the room. The user provided responses
by speaking to the system. The user’s speech was
recorded and the user’s eye gaze was captured by an
Eye Link II eye tracker.

Figure 1: Domain scene with a user’s gaze fixations

Users’ speech was transcribed. The collected raw
gaze data consists of the screen coordinates of each
gaze point sampled every 4 ms. These raw gaze
points are very noisy. They can not be used directly
for identifying fixated entities in the scene. We pro-
cessed the raw gaze data to eliminate invalid and sac-
cadic gaze points. Since eyes do not stay still but
rather make small, frequent jerky movements, we
average nearby gaze points to better identify gaze
fixations.
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Figure 2: Parallel speech and gaze streams

Figure 2 shows an excerpt of the collected speech
and gaze fixation with fixated entities in one exper-
iment. In the speech stream, each word starts at a
particular timestamp. In the gaze stream, each gaze
fixation has a starting timestamp ts and an ending

timestamp te. An entity e on the graphical display
is fixated by gaze fixation f if the area of e contains
fixation point of f . Multiple entities or no entity can
be fixated by one gaze fixation.

Given the collected speech and gaze fixations, we
build parallel speech-gaze data set as follows. For
each spoken utterance and its accompanying gaze
fixations, we construct a pair of word sequence and
entity sequence (w, e). Since only nouns and ad-
jectives are meaningful for the task of word acquisi-
tion in our domain. The word sequence w consists
of only nouns and adjectives in the utterance. Each
gaze fixation results in a fixated entity in the entity
sequence e. When multiple entities are fixated by
one gaze fixation due to the overlapping of the enti-
ties, the forefront one is chosen.

4 Translation Model for Word Acquisition

The task of word acquisition is to associate spo-
ken words with entities (3D objects) in the domain
scene (Figure 1). Viewing this as a translation prob-
lem, we use translation models to acquire words for
entities by estimating probabilities p(w|e) from co-
occurring speech and gaze fixation data set {(w, e)}
and then choosing the most likely words for entity e.

4.1 Model Without Alignment
Using the translation model I (Brown et al., 1993),
where each word is equally likely to be aligned with
each entity, we have

p(w|e) =
1

(l + 1)m

m∏
j=1

l∑
i=0

p(wj |ei) (1)

where l(m) is the length of entity(word) sequence.
This is the model used in (Liu et al., 2007). We refer
this model as model-1 in the rest of this paper.

4.2 Model With Positional Alignment
Using the translation model II (Brown et al., 1993),
where alignments are dependent on word/entity po-
sitions and word/entity sequence lengths, we have

p(w|e) =
m∏

j=1

l∑
i=0

p(aj = i|j,m, l)p(wj |ei) (2)

where aj = i means wj is aligned with ei. We refer
this model as model-2.



Compared to model-1, model-2 considers the or-
dering of words and entities in word acquisition.

4.3 Model With Temporal Alignment
In model-2, word-entity alignments are estimated
from co-occurring word and entity sequences in an
unsupervised way. The estimated alignments are de-
pendent on where the words/entities appear in the
word/entity sequences, not on when those words and
gaze fixated entities actually occur. Motivated by the
finding that users move their eyes to the mentioned
object directly before speaking a word (Griffin and
Bock, 2000), we make the word-entity alignments
dependent on their temporal relation in a new model
(referred as model-1t):

p(w|e) =
m∏

j=1

l∑
i=0

p(aj = i|j, e,w)p(wj |ei) (3)

where p(aj = i|j, e,w) is the temporal alignment
probability computed based on the temporal dis-
tance between entity ei and word wj .

Define temporal distance between ei and wj as

d(ei, wj) =
0 ts(ei) ≤ ts(wj) ≤ te(ei)
te(ei)− ts(wj) ts(wj) > te(ei)
ts(ei)− ts(wj) ts(wj) < ts(ei)

(4)

where ts(wj) is the starting timestamp of word wj ,
ts(ei) and te(ei) are the starting and ending times-
tamps of gaze fixation on entity ei.

The alignment of word wj and entity ei is de-
cided by their temporal distance d(ei, wj). Based
on the psycholinguistic finding that eye gaze hap-
pens before spoken word, wj is not allowed to be
aligned with ei when wj happens earlier than ei

(i.e., d(ei, wj) > 0). When wj happens no earlier
than ei (i.e., d(ei, wj) ≤ 0), the closer they are, the
more likely they are aligned. Specifically, the tem-
poral alignment probability of wj and ei in each co-
occurring instance (w, e) is computed as

p(aj = i|j, e,w) ={
0 d(ei, wj) > 0

exp[α·d(ei,wj)]P
i exp[α·d(ei,wj)]

d(ei, wj) ≤ 0
(5)

where α is a constant.

EM algorithms are used to estimate the probabili-
ties p(w|e) in the translation models.

5 Evaluation

We evaluate word acquisition performance of dif-
ferent translation models on the data collected from
user studies.

5.1 Evaluation Metrics
The following metrics of word acquisition are eval-
uated.

• Precision

P =
∑

e # words correctly acquired for entity e∑
e # words acquired for entity e

• Recall

R =
∑

e # words correctly acquired for entity e∑
e # groundtruth words of entity e

• F-measure

F =
2× precision× recall

precision + recall

5.2 Evaluation Results
Figure 3 shows the precision, recall, and F-measure
of word acquisition achieved different models. In
the figure, n-best means the top n word candidates
are chosen as acquired words for each entity.

The results show that model considering speech-
gaze temporal relation (model-1t) achieves better
performance than the models that do not consider
this temporal information (model-1 and model-2).
Compared to model-1, model-1t improves the F-
measure by 15.4% ∼ 42.9% when different n-
best word candidates are chosen. When compared
to model-2, model-1t improves the F-measure by
12.8% ∼ 38.5%.

Compared to model-1, model-2 does not show a
consistent improvement on the top n-best word can-
didates. This result shows that it is not very helpful
to consider the positional alignment based on the in-
dex of word/entity in the word/entity sequence for
word acquisition.

We also notice that the recall of the acquired
words is not satisfying even when 10 best word can-
didates are chosen for each entity. This is mainly due
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Figure 3: Performance of word acquisition

to the scarcity of those words that are not acquired
in the data. Many of the words that are not acquired
appear less than 3 times in the data, which makes
them unlikely to be associated with any entity by the
translation models. When more data is available, we
expect to see a higher recall.

6 Conclusion

Motivated by the psycholinguistic findings, we in-
vestigate the use of eye gaze for automatic word ac-
quisition in multimodal conversational systems. Par-
ticularly, we investigate the incorporation of tempo-
ral information about speech and eye gaze in word
acquisition. Our experiments show that word acqui-
sition performance is significantly improved when
temporal information is considered, which is con-
sistent with the previous psycholinguistic findings
about speech and eye gaze.
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